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Schematic of a Hall Effect Thruster (HET)
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classical, collisional cross-field transport, see Ref. 2 and
references therein). Electron collisions with the channel
walls and secondary electron emission as well as instabilities
and turbulence could be responsible for electron transport
through the magnetic field. Although Hall thrusters were
originally developed more than 50 years ago and are in oper-
ation on a number of satellites, electron transport across the
magnetic barrier (“anomalous” electron transport) is still not
well understood. In the absence of reliable theory, the
“anomalous” electron transport in the Hall thruster prevents
the development of predictive simulation codes and the
available fluid models of Hall thrusters use empirical coeffi-
cients to describe cross-field electron transport.2

In this paper, we use a 2D Particle-In-Cell (PIC) simula-
tion to get insight into the physics of anomalous cross-field
transport in Hall thrusters. The model is simplified in order
to focus on the possible effects of instabilities and turbulence
on cross-field electron transport. Ionization is not treated
self-consistently (the ionization rate profile is given and is
used as a parameter in the simulation), and the model is col-
lisionless. Since instabilities and turbulence are likely to
develop in the E!B direction because of the large differ-
ence between the electron and ion drift velocity in this direc-
tion, the simulation plane includes the axial and azimuthal
directions (i.e., is perpendicular to the magnetic field), as in
the self-consistent PIC simulations of Adam et al.4,5 The
simplified 2D model described in the present paper is used to
compare the simulation results with those predicted by the
theory of the E!B electron drift instability (or electron
cyclotron drift instability) developed in the 1970s in the con-
text of collisionless shocks in space plasmas6–10 and more
recently in the context of Hall thrusters.6,7

In Sec. II, we briefly summarize previous work on the
E!B electron drift instability. In Sec. III, we describe the
simplified 2D PIC model used in this paper. The simulation

results are presented and compared with the theory in Sec.
IV. The question of accuracy and validity of the simulations
is discussed in Sec. V.

II. PREVIOUS WORK ON THE E 3 B ELECTRON DRIFT
INSTABILITY (EDI)

Two-dimensional Particle-In-Cell Monte Carlo
Collisions (PIC MCC) simulations performed by Adam
et al.4 have shown that microturbulence can be responsible
for anomalous electron transport in the E!B configuration
of Hall thrusters. The 2D (axial-azimuthal) PIC MCC simu-
lations showed the development of a small wavelength (in
the mm range) azimuthal wave propagating at a velocity
close to the ion acoustic velocity (i.e., with frequency in the
1–10 MHz range). Measurements of density fluctuations
based on collective laser scattering8 confirmed the presence
of instabilities in the same range of wavelengths and fre-
quencies but with smaller amplitudes than in the simulations.

This wave was clearly responsible, in these simulations,
for cross-field electron transport in the exhaust region of the
thruster (electron-wall interaction and secondary electron
emission were not taken into account in the model) and the
model was able to reproduce a number of experimental fea-
tures of Hall thruster operations.

In order to understand the origin of this turbulence, the
authors4,9 derived the corresponding 2D dispersion relation
and showed that, in the axial-azimuthal plane and assuming
a zero wave vector along the magnetic field, the instability
develops in packets of unstable modes (“comb of unstable
modes developing for each kyVd¼ nXce,” where ky is the
azimuthal wave vector, Vd is the azimuthal electron drift
velocity, Xce is the electron cyclotron angular frequency,
and n is an integer). The dispersion relation shows that the
instability results from electron Bernstein waves which are
Doppler-shifted towards low-frequencies by the high drift
velocity Vd.

Cavalier et al.6 presented a rather complete study of the
3D dispersion relation of the instability in the context of Hall
thrusters. This dispersion relation is obtained by studying the
development and growth of electrostatic waves in a uniform
plasma with constant and perpendicular electric and mag-
netic fields E and B, with a hot magnetized electron beam
drifting across the magnetic field and a non-magnetized cold
ion beam. Linearizing Poisson’s equation together with cold
fluid equations for ions, and with the Vlasov kinetic equation
for electrons, the following dispersion equation is
obtained:6,9
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FIG. 1. Schematic of a Hall thruster. The curves labelled Br, Ex, and Si,
show, respectively, the axial profiles along the mid channel axis, of the
external radial magnetic field, axial electric field, and ionization rate (num-
ber of electron-ion pairs generated per unit volume per unit time).
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Scope of this project

• Study the effect of the channel walls on the electron transport & instability properties

• Model the behavior of the plume

• Keep the model as simple as possible and close to the 2D benchmark assumptions

• Workplan is to perform scans versus magnetic field strength and plasma density

• No secondary electron emission or neutral dynamics for now

• Ionization modeled via a source term inside the channel

• Magnetic field profile calculated analytically but fitted using FEM

• The simulation domain is Cartesian

• We assume an infinite curvature radius

• Part of the channel and the plume are modeled 
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Simulation domain

• 1.25 cm along the ”azimuthal” direction

• Cathode polarized at 0V &  300V for the anode

• 256×384×128 grid nodes. 

• <np>= 1.2×1017 m-3 , C= 0.3 µF/m2  (DV=DQ/C in the model)

• Electrons injected at the cathode side, 1 mm inside volume: Iinj= Iea- Iia

• Start with Bm= 50G to keep a realistic wp/Wc ≫1 (~20 with rc ~2 mm in our case)

2.5 cm (axial)

0.75 cm (channel)
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Numerical model

• 3D Particle-in-Cell (PIC) with Monte-Carlo-Collisions (MCC)

• Parallelized using MPI and OpenMP 

• Domain decomposition for Poisson (homemade Multi-Grid solver)

• Particle decomposition for the pusher

errors by cycling through the different sub-grid levels. Each sub-domain (i.e., a slice of the simulated geometry)
is attached to aMPI threadwhile the do-loops are parallelizedwithOpenMP (SOR, restriction and prolongation
subroutines [20]). Once there is less that one node perMPI thread in the directionwhere the physical domain is
decomposed then the numerical grid ismerged between all theMPI thread. The parallelization for the coarsest
grids in consequently only achieved by theOpenMP threads. This is clearly a limiting factor andmorework is
needed to further improve the algorithm. As an example, using amesh of 5123 nodes, the speedup is about∼30
for 80 cores (b 40� %). The execution time of the Poisson solver (normalized to the number of grid nodes)
versus the number of cores in the simulation is shown infigure 2.

Lastly, for the numerical resolutionwhichwe typically implement to characterize the plasma properties of
the ITER-prototype ion source at BATMAN, that is, ´ ´192 128 256 grid nodes with 20 ppc, the fraction of
the execution time per subroutine averaged over one time step is,∼55% for the particle pusher,∼8% for the
Poisson solver,∼16% forMonte-Carlo (MC) collisions,∼4% for the sorting. The remaining time concerns both
the evaluation of the electricfield and the calculation of the total charge density on the grid nodes (which involve
some communication betweenMPI threads).

2.1.2. Scaling of PIC-MCC simulations
The high plasma density and large volume of negative ion sourcesmake it practically impossible to perform
multi-dimensional PIC-MCC simulations for real conditions. The ratio of discharge dimension toDebye length
is on the order of 104 (tens of centimeters versus tens ofmicrometers) so a simple 2DPIC-MCC simulation in
real conditions would involve 108 grid points andmore than 109 super-particles. This is clearly prohibitive for
parametric studies with 2D simulations and impossible for 3D. The 3D simulation of negative ion extraction is
also difficult although the plasma density there is smaller than in the driver and one generally consider a small
simulation domain around a grid aperture.

To overcome this problem, one solution is to perform some ‘scaling’ i.e. to run the simulations formore
tractable conditions (e.g. smaller plasma densities or smaller dimensions) and extrapolate the results to the real
conditions by using some scaling laws [21–24]. The simplest scaling is the scaling on plasma density. The

Figure 1.Execution time of the particle pusher (per time step)normalized to the number ofmacroparticles in the simulation versus
the number of cores. The time is shown either with (red and gray lines) orwithout implementing a sorting algorithm (black-line).We
use 80 particles-per-cell (ppc), a numerical resolution of ´ ´96 64 128 grid nodes (black and red lines) and ´ ´192 128 256 (gray
line). The calculation is performedwith a 3DPIC-MCCmodel on a 10 cores Intel Xeon processor E5-2680 v2 (25Mcache, 2.80 GHz).
There is 2 sockets per CPU, 20 cores in total.

Figure 2.Execution time of the geometricmultigrid Poisson solver (per time step)normalized to the number of grid nodes in the
simulation versus the number of cores. the numerical resolution is 5123 (black line), 10243 (red) and 20483 (gray) grid nodes,
respectively. The calculation is performed on a 10 cores Intel Xeon processor E5-2680 v2 (25Mcache, 2.80 GHz).We set the number
ofOpenMP threads to 10.
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Performance of the pusher Performance of the Multi-grid solver

The calculation was performed on a 10 cores Intel Xeon processor E5-2680 
v2 (25M cache, 2.80 GHz). We set the number of OpenMP threads to 10. 



Physical time required for simulation to converge

jsource= 65 A/m2

100 particles per cell

<np>= 1.7×1017 m-3

C= 0.3 µF/m2
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Plasma & plume properties: axial-radial plane

• Ratio of cathode current flowing back toward channel/extracted ion current ~30%

• Imprint of the magnetic field lines visible on the electron temperature and potentiel
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Axial-azimuthal plane

• Inside the channel: ~18 periods over 12.5 mm (l= 690 µm). lth ~ 9 lDe ~  600 µm 

• lth corresponds to the theoretical wavelength for modified ion-acoustic at saturation

• Near the cathode: l ~ 3.1 mm and lth~ 2.3 mm 

• Note that lDe varies axially (factor of ~4 from left to right)
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Azimuthal electric field profile is bended in the 
“radial”-”azimuthal” plane
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• Radial potential profile is ambipolar

• The instability does not have any short wavelength radial component (kr L≪1)

• Electron temperature at injection: 10 eV

• Temperature at HT’ exit:  axial= 22 eV, radial= 16 eV, azimuthal= 40 eV

• Electrons are hence heated radially in the model 
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Computer power required to model 150 A/m2

of extracted ion current from the HT 

• We modeled up to ~40 A/m2 (Bm=50G) using a grid of 256×384×128 nodes. 

• The CPU time per step was 1s for 100 particles per cell using 96 cores

• This translated into 1.3 µs of physical time per day

• Simulations need about 30 µs to fully converge (3 weeks) using C= 1 µF/m2 

• To model an HT ion current of ~150 A/m2 would require doubling the mesh size

• Assuming the parallelization scales perfectly, then one would need ~1500 cores

• 16 times larger (8 times more grid nodes & half the time step)

• In our case, domain decomposition for the particles must be implemented

• Keep in mind that we only modeled a fraction of the total azimuthal length (1.25 cm)

• Including neutrals and secondary particle production will increase convergence time 



Conclusion and perspectives

• The 3D calculations were performed in a lower than real density regime

• The working assumption was to keep a realistic ratio wp/Wc (~20) 

• We could not go beyond a density of 1.2×10
17

m
-3

for now, hence we decreased Bm

• We found an instability well defined inside the channel and plume area

• The wavelength fits the one derived from a modified ion acoustic instability (channel)

• Although one cannot conclude yet as a density scan is necessary

• The instability does not have any short wavelength radial component

• We observe a bending of the azimuthal electric field profile near the sheath

• The electron temperature radially is 1.6 times larger than the initial one

• There is hence some particle heating which is occurring in the model

• Simulating a HT with B
m

= 150G and w
p
/W

c
~12 would typically require:

• 3 weeks using  ~1500 cores (100 particles per cell)

• The model neglected secondary particle production and collisions with neutrals

• We kept it as simple as possible and this could be used as a base for benchmarking


